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ABSTRACT
We present an analysis of the population dynamics and demographics of Amazon Mechanical Turk workers based on the results of the survey that we conducted over a period of 28 months, with more than 85K responses from 40K unique participants. The demographics survey is ongoing (as of November 2017) and the results are available at http://demographics.mturk-tracker.com; we provide an API for researchers to download the survey data.

We use techniques from the field of ecology, in particular, the capture-recapture technique, to understand the size and dynamics of the underlying population. We also demonstrate how to model and account for the inherent selection biases in such surveys. Our results indicate that there are more than 100K workers available in Amazon’s crowdsourcing platform, the participation of the workers in the platform follows a heavy-tailed distribution, and at any given time there are more than 2K active workers. We also show that the half-life of a worker on the platform is around 12-18 months and that the rate of arrival of new workers balances the rate of departures, keeping the overall worker population relatively stable. Finally, we demonstrate how we can estimate the biases of different demographics to participate in the survey tasks, and show how to correct such biases. Our methodology is generic and can be applied to any platform where we are interested in understanding the dynamics and demographics of the underlying user population.
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1 INTRODUCTION
Crowdsourcing, in general, and Amazon Mechanical Turk in particular, have been extensively used over the years for a wide variety of applications that require access to a large number of humans. Many of these tasks, especially tasks around social sciences (e.g., psychology, marketing, political science, and others) are sensitive to the demographics of the underlying population. Other tasks, e.g., surveys, require access to a large number of people to ensure that the results are representative and can be generalized from the crowdsourcing platform population to the general population.

Amazon does not provide any information about the evolving demographics of the workers population. While there exist multiple demographics studies\(^1\) of the Mechanical Turk workers population\([17,26]\), these studies provide only a snapshot-in-time analysis of the MTurk workers population and, thus, do not contribute to the understanding of the evolution and dynamics of the MTurk workers population. In our work, we present a comprehensive, longitudinal study of Mechanical Turk. We present data of the demographics survey that was conducted over 28 months, with more than 85K responses, and approximately 40K unique participants. We present the evolution of the MTurk demographics over time and illustrate the composition of the MTurk workers population across demographics variables such as country, gender, age, income, marital status, and household size. We contrast and compare these results against the demographics of the general population.

The second question that we address is the size of the MTurk workers population. Amazon claims that there are hundreds of thousands of workers on MTurk.\(^2\) However, studies claim that the real number of workers available to participate in academic experiments is much smaller [34], and is closer to 7300 workers. Such conflicting messages can lead to confusion, especially for those who want to leverage Mechanical Turk for conducting studies. For example, an experimenter would like to run a survey that requires an access to 10K distinct participants. Is MTurk population size sufficient for this experiment? We answer this question by building on top of the techniques from the field of ecology, specifically the capture-recapture techniques. Capture-recapture techniques operate by taking sample sets of the population individuals over time, and examining the overlap among these sample sets to provide the estimate of the overall population size. Prior studies [34] use capture-recapture models for estimating the size of Mechanical Turk but rely on the assumption that all workers are equally likely to participate in the posted tasks. However, when workers have different propensities to participate in tasks this assumption leads to significant underestimation of the true size of the MTurk workers

\(^1\)See http://www.mturkgrind.com/threads/demographics-of-mechanical-turk.26341/ for a comprehensive list of demographic surveys of Mechanical Turk workers.

\(^2\)According to https://requestermturk.com/tour, MTurk provides “Access more than 500,000 Workers from 190 countries”, as of August 2017.
population. In fact, we demonstrate that the number of available workers on Mechanical Turk is at least 100K, with approximately 2K workers being active at any given moment. We show that the MTurk workers’ half-life is 12–18 months, indicating that the population refreshes significantly over time. This is good news for anyone willing to conduct wide-reaching studies using this platform.

Finally, we address a common problem with surveys: When researchers present results from surveys, a common concern is that these results are biased as they are obtained from users who choose to participate in this particular survey. We address this issue by modeling, for each worker, the propensity to complete a particular task. Then, we examine how demographics are correlated with propensities to participate, and we infer the hidden selection biases. Our results indicate that most demographics variables are not affected by selection biases; the notable exception being Indian workers, that demonstrate a significantly higher propensity to participate in our survey, and are, therefore, over-represented in the raw results. However, with our presented methods, we can now adjust the over-estimates to their true values.

In summary, the contributions of the paper are:

1. A longitudinal analysis of various demographics indicators of Mechanical Turk workers (country, gender, age, income, marital status, and household size), showing which demographics variables remain stable over time, which ones change, and comparing these to the demographics indicators of the general US population (Section 3).

2. A capture-recapture analysis to estimate the size of the overall MTurk workers population. Our capture-recapture analysis models the expected lifetime of the workers in the marketplace and also takes into consideration the different propensities to participate in a given task. We provide theoretical and experimental proofs indicating that models that assume equal propensities of participation generate population estimates can be off by orders of magnitude (Section 4).

3. An analysis that correlates demographics variables with participation propensities and lifetime of workers. This technique removes the selection biases from surveys and allows us to generate unbiased estimates of the demographic profiles of Mechanical Turk workers (Section 5).

For reproducibility, our code is available at https://github.com/iperiotis/mturk_demographics and the data can be downloaded through an API at http://demographics.mturk-tracker.com.

We believe that the results reported in this paper are not only interesting as a description of the MTurk population and its dynamics, but they also provide an insight into the MTurk demographics to those who hire their study participants via MTurk. Furthermore, the techniques presented in this paper on estimating unbiased population characteristics through biased surveys can be used to study a wide variety of systems that can only be sampled through convenience samples.

2 RELATED WORK

MTurk labor marketplace is widely used by researchers in a variety of fields to recruit participants for experiments on data collection, data annotation, survey completion. Sociology, psychology, behavioral, economics, political science researchers actively recruit study participants on various crowdsourcing platforms [2, 3, 5, 23, 32, 33, 35]. Many studies show that the data collected using MTurk workers is comparable in quality to the data collected using undergraduate students or professional/commercial panels [19]. High correlation between the data collected using MTurk workers and participants recruited using other methods (e.g., college students) occurs despite the MTurk workers being significantly more socio-economically and ethnically diverse than test participants recruited using other methods [6].

The validity of the experiments that use human subjects depends on the understanding of participants demographics. Chandler and Shapiro [8] evaluate the validity of experiments using MTurk in clinical psychological research from the point of view of sample composition and collected data quality. Other researchers are interested in getting access to experiment participants from a particular location [12], or, on the contrary, from around the world [13]. Arechar et al. [3] investigate the use of MTurk for interactive experiments in the field of economics. On the one hand, they demonstrate that MTurk can be used to replicate the results obtained in the physical laboratory, but on the other hand, they emphasize the importance of knowing the MTurk participants demographic profile.

Given that while running experiments using MTurk participants, researchers have minimal control over who volunteers to participate in the study, concerns regarding the quality of the data submitted by MTurk workers have been discussed [7, 30, 32]. According to this discussion, several methods exist that allow to filter out most of the low-quality results from MTurk workers.

Several researchers raise the concern regarding the ethics of using MTurk workers for research experiments [15, 16]. One of these concerns is considered particularly problematic, namely the low wages that MTurk workers get for their participation in the experiments. Often this issue is associated with particular locations of MTurk workers.

One work that attempts to estimate the number of MTurk workers who are ready for work at a particular moment is described in [34]. However, as mentioned in the introduction (Section 1), we believe that the presented number underestimates the MTurk workers population size. There are two reasons for this underestimation: 1) the experiment set-up where MTurk workers participate in a variety of unrelated tasks with different pay rates, that ran in irregular time intervals, and 2) insufficient calibration of the capture-recapture model. Both of these issues rely on the assumption that different MTurk workers have the same probability or propensity to participate in every experiment. This bias is a typical issue for the ecology capture-recapture models that ignore the population heterogeneity [1, 28] resulting in population size underestimation. We build on the findings from the work in the field of ecology [4, 9, 24, 25] regarding the population heterogeneity and how it affects the probability to be caught during the capture-recapture experiment.

Within the context of web-related research, Trushkowsky et al. [36] use capture-recapture models while trying to measure the cardinality of relations extracted from the web. Lu and Li [21] incorporate the heterogeneity issue into their application of the capture-recapture model for the deep web size estimation: different documents have different probabilities to be retrieved given a random query.
We collect basic demographics information about Mechanical Turk workers. Most of the workers are from the USA (75%), with India (16%) being second, followed by Canada (1.1%), Great Britain (0.7%), Philippines (0.35%), and Germany (0.27%).

In our previous work [14], we focus on understanding the dynamics of MTurk from a market perspective, where we analyze the demand and supply on the marketplace, and examine the features that drive the speed of completion of a batch of tasks. In this work, we are interested in modeling the size and the demographics of the MTurk worker population by accounting for the workers’ propensity to participate in a survey that we regularly post on the platform. We show that failing to account for the task’s specific propensity leads to the underestimation of the MTurk workers population size when applying classical capture-recapture models.

3 DEMOGRAPHICS OF MTURK WORKERS
In this section, we describe our survey data collection methodology, and present the basic results for the demographics of the Mechanical Turk workers.

3.1 Data Collection
We collect basic demographics information about Mechanical Turk workers, by periodically posting a survey task asking workers to submit the following information: (a) Gender, (b) Year of Birth, (c) Marital Status, (d) Household Size, (e) Household Income, and (f) Location (City, Country). 3

We post one survey task every 15 minutes. The survey can be completed by a single MTurk worker and takes on average 30 seconds. For every submitted survey response, we pay 5 US cents. Each worker on the platform can participate in our survey once every 30 days. As of now (August 12, 2018), the survey is continuously posted every 15 minutes, starting on March 26, 2015. For the purpose of this paper, we report the results obtained from all the surveys posted between March 26, 2015 and July 31, 2017 (859 days). In this time frame, we collected a total of 84,511 responses, submitted by 39,461 unique workers.

3.2 Survey Results Analysis
We now present the analysis of the survey results.

3.2.1 Country: Figure 1 shows the top-20 countries from which MTurk workers completed our survey. Most of the workers are from the US (75%), with India (16%) being second, followed by Canada (1.1%), Great Britain (0.7%), Philippines (0.35%), and Germany (0.27%).4 The dominance of US and India among the worker population is well-documented in prior studies [17, 22, 26]. As expected, due to the time difference, the activity levels of US and Indian workers are different. Figure 2 shows the percentage of the US and Indian workers during the day on MTurk platform, illustrating that at 10am UTC the percentage of workers from the US is at a minimum at around 45%, while midnight UTC is at a maximum at around 90%. Our analysis did not detect any other significant periodicities in the data (e.g., day of the week, etc.)

A notable effect that we noticed in our surveys is the increase of international workers, happening around May 2016. Figure 4 shows the percentage of the MTurk workers from US, India, Canada, and Great Britain over time. Note that around May 2016 there is a sharp drop in the percentage of US workers on MTurk, and a corresponding increase in the percentage of workers from Canada, Great Britain, and other countries. We believe, this is due to the reverse of the Amazon policy from 2012, which restricted the enrollment of international workers. However, as we can see in the data, after the initial spikes in participation, the percentage of international workers has been steadily falling and is slowly converging towards April 2016 levels.

3.2.2 Gender: Our results indicate a generally balanced workforce, with 51% female workers and 49% male. However, we detected significant deviations from the average across countries. Among

4India is over-represented in the raw results presented here due to participation bias. We discuss this in detail in Section 5.
US workers, we observed that females constitute 55% of the participants, while for most other countries we observed the opposite bias. Figure 3 shows the breakdown among the top-6 countries.

3.2.3 Age: The population of MTurk workers tends to be younger than the overall population (Figure 5): 20% of the MTurk workers are born after 1990, 60% are born after 1980, and 80% are born after 1970. When compared to the working age, adult US population, 20% of the adult population is born after 1990, 40% are born after 1980, and 60% of the adult population is born after 1970. When comparing the population of US workers vs India, we also observe that Indian workers are a bit younger than their US counterparts.

3.2.4 Marital Status and Household Size: In terms of marital status, we observed that 40% of the workers report being single and 42% report being married; another 10% reports cohabitating, 5% being divorced, and 3% being engaged. When examining the combination of household sizes and marital status, 15% of the workers are single and live in a household of one, while the categories of singles living in household sizes of two, three, four, and five-plus account, each, for 6% of the workers. The corresponding numbers of married workers are household sizes of two (11%), three (11%), four (11%), and five-plus (8%).

3.2.5 Income: In Figure 6, we show the income distribution for workers based in the US, compared to the income distribution for the general US population. We observe that MTurk workers have household incomes that are below the average US population. For example, the median household income for the US is around $57K, while for MTurk workers the median household income is around $47K. Similarly, while 26.5% of US households make more than $100K per year, for MTurk workers this percentage falls at 12.5%.

We presented raw data statistics for the MTurk worker population. This presentation is restricted to percentages of the population, as opposed to an absolute number of workers. In the next section, we show how to estimate the absolute number of workers in the marketplace by using techniques from the field of ecology. Later
on, we demonstrate how to measure the selection and participation biases and explain how to ensure that our results are representative of the overall worker population, and not biased towards workers that are likely to participate in this particular task.

4 ESTIMATING POPULATION SIZE

In this section, we focus on estimating the number of workers on Amazon Mechanical Turk. We build on techniques from the field of ecology, specifically on a family of techniques commonly referred to as “capture-recapture.” We start with simple techniques, and we proceed to more advanced ones, by identifying the various assumptions of the basic models that result in inconsistencies. Specifically, we highlight that for online populations some of the techniques from ecology lead to highly inaccurate results because the MTurk worker propensity of participating in online surveys follows a highly skewed distribution, while in ecology the probability of capturing an animal is relatively more homogeneous.

4.1 Two Occasion, Closed Population Model

The simplest capture-recapture model is the "two-occasion" model, which results in the Lincoln estimator [20]. In the two-occasion model there are two stages:

- The capture phase, in which a set of N1 animals are captured, marked, then released. In our scenario, the capture phase is a 30-day period and we consider as “captured” the workers that participate in that survey during the period.
- The re-capture phase, where a set of N2 animals are captured. Among these N2 animals, M = N1 ∩ N2 were marked in the capture phase. In our scenario, the recapture phase is a different 30-day period and we consider as "recaptured" the M workers that participate in both surveys.

Given n1 = |N1|, n2 = |N2|, and m = |M|, we estimate the total number of workers N. If there are N workers available during the recapture period, and n1 among them are marked from the capture period then, when we sample a single worker, the probability that this worker was previously marked is n1/N. When we sample n2 workers, the expected number of marked workers is n1 · n2/N. Since we counted m marked workers, we set m = n1 · n2/N and therefore we get the estimator:

\[ N = \frac{n_1 \cdot n_2}{m} \]  

Example 4.1. Consider the following simple, two-occasion measurement. During the first month of our experiment, in April 2015, our survey was completed by 2812 unique workers. During the third month of our experiment, in June 2015, our survey was completed 2828 times. Among the 2828 MTurk workers who completed the survey during June 2015, we have 593 MTurk workers who also completed the survey during April 2015. This means that approximately 593/2828 ≈ 21% of the recaptured workers were marked. Therefore, according to the Lincoln estimator, our population estimate is N = \( \frac{2812 \cdot 2828}{593} \) = 13410 workers.

The Lincoln estimator relies on two main assumptions:

- The closed population assumption: None of the workers from the capture occasion have left the MTurk platform before the recapture occasion (in ecology, this corresponds to no deaths or immigration in the animal population). This ensures that, during the recapture occasion, all n1 marked MTurk workers are present in the population and can be recaptured.
- The equal catchability assumption: The probability of capturing each worker is uniform across the population of MTurk workers.

In Figure 7, we present the population size estimations generated using the results of 100,000 randomly selected two-occasion measurements: each measurement takes two random 30-day periods, that have at least \( \text{diff} > 60 \) days between the beginning of the first and the second time periods. The \( \text{diff} > 60 \) ensures no “interference” between the two sample periods, as we allow a worker to participate only once every 30 days.

The results highlight a violation of the closed population assumption for the Lincoln estimator: In Figure 7a, we see that the population estimates are different as the \( \text{diff} \) value increases (the colors encode the \( \text{diff} \) value), while the population estimates remain relatively stable when the \( \text{diff} \) value remains fixed (e.g., follows the bands with the same color). While it would not be surprising to see an increase in population over time, such an increase should have been observed even when keeping \( \text{diff} \) fixed, something that we do not see in our results. Figure 7b is a variation of Figure 7a with \( \text{diff} \) in the x-axis, and colors encoding the beginning of the recapture period. Figure 7b makes more explicit the increase of the population estimates as the \( \text{diff} \) increases, for the same recapture period. This increase means that the overlap between two samples decreases as the time difference between samples increases, highlighting that marked workers depart from the population, and therefore violating the closed population assumption.

4.2 Open Population Model

The assumption of the closed population model was a very restrictive one in ecology, and multiple models have been developed that allow for arrivals and departures of animals in the population (e.g., see the Jolly-Seber and the Cormack-Jolly-Seber models [10, 18, 29]). In our setting, an open population model allows for the arrival of new workers on the platform, and departure of workers permanently from the platform.

To move from the closed capture-recapture model to the open one we remove the assumption of no departure and instead we introduce the notion of lifetime of MTurk workers in the platform. For simplicity, we assume that the survival probability of MTurk workers is constant over time and across the population. In this case, the survival probability \( S(t) \) is defined by the survival function \( S(t) = \exp(-\lambda \cdot t) \) where \( t \) is the time (in days) since the last time the survey is answered by a particular MTurk worker; and \( \lambda \) is the decay rate, which corresponds to the rate in which workers depart from the platform.

Given the new assumption about the MTurk population dynamics we can refine the estimator described in Section 4.1. We have a capture period at time \( d - t \) and a recapture period at time \( d \).

After the \( n_{d-t} \) workers are captured and marked during the first part of the two-occasion experiment, there is a \( S(t) \) probability for each MTurk worker to survive until a recapture part of the two-occasion experiment that is \( t \) days away. On expectation, out of \( n_{d-t} \)
MTurk workers marked during the capture occasion, \( n_{d-t} \cdot S(t) \) workers are still present in the population during the recapture occasion at time \( d \). Therefore, the probability of picking a marked worker when picking a random MTurk worker is \( n_{d-t} \cdot S(t) \cdot N_d \) with \( N_d \) being the population during the recapture period. Therefore, when sampling \( n_d \) MTurk workers during the recapture, on average we expect to see \( m_{d,t} = S(t) \cdot n_{d-t} \cdot n_d \cdot N_d \) marker MTurk workers. Thus, estimate of population size \( N_d \) becomes:

\[
N_d = \exp(-\lambda \cdot t) \cdot \frac{n_{d-t} \cdot n_d}{m_{d,t}} \tag{2}
\]

In the equation above the unknowns are the \( N_d \) values and the \( \lambda \), which can be estimated through a simple OLS regression after we take the logs.

Based on the model above, our estimated half-life of the MTurk worker population is 404 days, which means that roughly half of the workers leave the platform every year. Figure 8 shows the population estimates \( N_d \) over time. The results indicate that the average worker population is around 12K workers. This result is qualitatively similar with the estimate from [34], which calculates that there are around 7.3K workers available on Mechanical Turk for academic experiments.

Figure 7: Estimates of the size of the MTurk worker population, using the Lincoln estimator. Each data point corresponds to a comparison of two sample periods. Note that the population estimates increase as the distance between sample periods increases, signaling violation of the closed population assumption.

Figure 8: Estimated MTurk population using Open Population Model.

(a) Population estimates as a function of the start time of the recapture period. The colors, using a spectral colormap, encode the time distance between the two samples. Red colors correspond to large time distance and black corresponds to small time distance.

(b) Population estimates as a function of the time distance between the two samples. The colors, using a spectral colormap, encode the time corresponding to the beginning of the recapture period. Red encodes recapture periods close to July 2017 and black those close to May 2015.

However, this number is a severe underestimate of the actual number of workers in the platform, due to the varying propensities of users to participate. We can detect this by analyzing the frequency of observing users in our samples. If we assume equal probability of capturing a worker in each sample, the probability of capturing a user each month is about 0.25 (3K users sampled per month, out of 12K available users). Therefore the distribution of frequencies of participation should roughly follow a binomial distribution with \( p = 0.25 \) and \( n = 28 \) samples. Figure 9 shows the observed frequencies in our study, contrasted with the expected binomial distribution. We observe that we have very significant deviations at both ends of the frequency spectrum: We see too many workers participating “too many” times. This is a signal that the equal catchability assumption is violated, and we need to use models that account for this heterogeneity. Stewart et al. [34] dealt with the heterogeneity in participation by eliminating the heavy-hitter workers from the experiment and assuming that everyone else has an equal probability of participating. Unfortunately, this shortcut is incorrect, and leads to significant underestimates, especially in an
online environment such as Amazon Mechanical Turk. We demonstrate and quantify the problem next, and we present techniques that deal with the issue.

4.3 Accounting for Propensity of Participation

An assumption of the models presented so far is that the probability of a worker participating in the survey is equal among all workers (the “equal catchability” assumption). This assumption is often incorrect in ecology (e.g., females during nesting times do not move and are unlikely to be captured) but it is a much bigger problem when applied to online environments. In many online environments, the activity levels of different users tend to follow heavy-tailed, power-law-type distributions. As we demonstrate below, when faced with such user behaviors, the estimators that assume equal catchability generate severe population underestimates.

4.3.1 Propensity in Two Occasion Model.

We now take the simple two-occasion model, but allow users to have different levels of activity. Formally, we endow each user with a propensity parameter $a_i$, which captures the probability that a user will be active and willing to participate in the survey, at any given time. The propensity parameter is a random variable with a prior distribution, then each user participates in the survey with a probability proportional to $a_i$ and therefore the probability that we “capture” worker $i$ in a sample of $n_1$ workers is:

$$P(capture|a_i) = 1 - (1 - \frac{a_i}{\sum_j a_j})^{n_1} \approx \frac{n_1 \cdot a_i}{N \cdot E[a]} \quad (3)$$

Given the propensity $a_i$, the probability of re-capturing in a second sample with $n_2$ workers is conditionally independent given $a_i$:

$$P(capture, recapture|a_i) = \frac{n_1 \cdot n_2 \cdot a_i}{N \cdot E[a]} \approx \frac{n_1 \cdot n_2 \cdot a_i}{N \cdot E[a]^2} \quad (4)$$

By integrating over the population with $N$ workers and a distribution of propensities $p(a)$, we get that the expected intersection between two samples of size $n_1$ and $n_2$ is:

$$m = N \int \min\left( \frac{n_1 n_2}{N^2 E[a]^2} p(a) da \right) = \frac{n_1 \cdot n_2 \cdot E[a]^2}{N \cdot E[a]} = \frac{1}{N} \left(1 + \frac{\text{Var}[a]}{E[a]^2}\right).$$

The baseline Lincoln estimator is $m \approx \frac{n_1 n_2}{N^2 E[a]^2}$, so the difference is the $\frac{\text{Var}[a]}{E[a]^2}$ factor. When the factor $\frac{\text{Var}[a]}{E[a]^2}$ is small then the Lincoln estimator is close to the true value. However, when the variance is high compared to the average propensity, the underestimates can be significant. Intuitively, this happens because the users with the highest propensity are significantly more likely to appear in both the capture and the recapture phase. Therefore the intersection of the sample tends to be dominated by the highly-returning users; the higher the variance in propensity, the more significant the effect.

**Example 4.2.** Consider the following three cases, where the average propensity to participate is $E[a] = 0.5$, i.e., workers on average have 50% probability of being active and willing to participate in the survey.

- **Constant $a$**: In the simplest case, where all workers have identical propensity, then the Lincoln estimator gives accurate results.
- **Uniformly distributed $a$**: Consider the case where $a$ is uniformly distributed in the $[0, 1]$ interval ($E[a] = 0.5$). In this case, $\text{Var}[a] = 0.08$, $\frac{\text{Var}[a]}{E[a]^2} = 0.33$ and the Lincoln estimator will be $0.75 \cdot N$ when the true population is $N$.
- **Beta-distributed $a$**: Consider the case where $a$ is distributed following the Beta(0.001, 0.001) distribution ($E[a] = 0.5$). In this case $\text{Var}[a] = 0.245$, and the the Lincoln estimator will be $0.5 \cdot N$ when the true population is $N$.

The case above, all with mean propensity $E[a] = 0.5$, illustrate that increased variance can lead to significant population underestimates. The underestimates are much more extreme under heavily skewed distributions that are common in online environments. For example, if propensity follows a Beta(0.05, 20) distribution, then the underestimate is a factor of 20! Such degree of heterogeneity of catchability is rare in ecology, but common online; as we will see later, such a skewed Beta distribution is a good fit for the propensities observed in the MTurk population.

Our analysis for the simple two-occasion model shows that eliminating the heavy hitters from our data (as done by Stewart et al. [34]) is not a solution, as even in the simple two-occasion model (where we cannot eliminate any worker), we still observe significant underestimates. Unfortunately, simple two-occasion models are also not sufficient to estimate the characteristics of the underlying propensity distribution $p(a)$. We show next how to use a multiple-capture setting to estimate $p(a)$ and get correct population estimates.

4.3.2 Modeling Propensity with Multiple Captures.

Below, we introduce a model that leverages the multiple samples of our study to measure the underlying propensity distribution.

Our model assumes that the propensity $P(capture|a_i)$ (Equation 3) follows a Beta distribution $B(\alpha, \beta)$, which is very flexible and is commonly used to model random variables that take values in a closed interval.

In addition, we assume a super-population [27] of $N^*$ workers available over the span of the study. This assumption simplifies away the arrival and departure variables of workers and focuses on estimating an aggregated population size which can be used to derive finer-grained estimates.

We model our capture-recapture data collection by sampling $n$ times from an underlying super-population where each worker has a capture probability $P(capture|a_i)$ that follows a $B(\alpha, \beta)$ distribution, then the probability of seeing a worker $k$ times follows a Beta-Binomial distribution, with the following pdf:

$$f(k|n, \alpha, \beta) = \binom{n}{k} \frac{B(k + \alpha, n - k + \beta)}{B(\alpha, \beta)} \quad (4)$$

We can estimate the parameters of the Beta-Binomial distribution by using either the method of moments, or by using the maximum likelihood estimation approach. For our data, through MLE estimation, we obtain $\alpha = 0.29$ and $\beta = 20.9$.

The next step is to estimate the number of workers $N^*$ from this model. As described in [9], we focus on estimating the probability a worker having frequency $k = 0$. In our data, we observe all the $S$ sampled workers that have frequencies $k \geq 1$. We know that:

$$S = N^* \cdot \sum_{k=1}^{n} f(k|n, \alpha, \beta) = N^* (1 - f(0|n, \alpha, \beta))$$

We estimate the number of MTurk workers available over the span of the study, by estimating the maximum likelihood of $N^*$.
In our experiments, we sampled a total of \( S = 39,461 \) distinct workers with frequencies \( k \geq 1 \). For \( n = 28 \), \( \alpha = 0.29 \) and \( \beta = 20.9 \), we have that \( f(0|n, \alpha, \beta) = 0.7793 \), and therefore the estimate for the super-population of workers \( N^* \) is:

\[
N^* = \frac{S}{1 - f(0|n, \alpha, \beta)} = \frac{39,461}{1 - 0.7793} \approx 178,800 \text{ workers}
\]

Similarly, we can get additional estimates by examining the number of workers that appeared once (\( N_1^* \)), twice (\( N_2^* \)), thrice, and so on:

\[
N_1^* = \frac{N_1}{f(1|n, \alpha, \beta)}, \quad N_2^* = \frac{N_2}{f(2|n, \alpha, \beta)}, \quad N_3^* = \frac{N_3}{f(3|n, \alpha, \beta)}, \ldots
\]

Our technique relies on the assumption of a Beta distribution for the probabilities of capture. To check whether our technique produces population estimates that are reasonable, we also used the technique of Chao \cite[Eq. 10]{9}, which yields a lower bound for the size of the population. By using our data, the Chao approach gives a lower bound of 97,579 workers, which is compatible with our results.

Similarly, we also experimented with a technique from Pledger et al. \cite{25} that uses finite mixtures to model heterogeneity in an open population. The technique operates with the assumption that the population is split into a predefined set of underlying clusters, each having unique survival and capture characteristics. Our numerical estimates were sensitive to the choice of the number of clusters (the technique did not converge when we used larger number of clusters) nonetheless, it estimated the size of the super-population to 125K-130K using 3 clusters with highly heterogeneous capture probabilities across the three groups, and with a survival probability similar to the one we estimated in Section 4.2.

Having estimated the distribution of propensities, we now move to our final question: Are the demographics estimates, reported in Section 3, affected by selection bias? We address the issue next.

### 5 DEMOGRAPHICS AND SELECTION BIASES

A natural concern when reporting the results of a survey is that the survey answers may be biased due to the type of people that are willing to participate in the survey. Our setting, where we survey workers multiple times over a long period of time, allows us to infer the propensity of participation for the workers. This, in turn, allows us to examine whether the demographic variables that we measure are correlated with the propensity to participate, and therefore need to be adjusted.

In our model, the propensities, and hence the probability of capture, are distributed according to a Beta distribution. Therefore, to examine if there is a correlation of the propensities with the demographic variables, we use a Beta regression \cite{11, 31}, which is explicitly designed to handle dependent variables that are Beta distributed and exhibit heteroskedasticity and skewness.

We examined the correlation of the six demographic variables, described in Section 3.1, with the observed propensity dependent variable computed from the frequency of participation over the course of the study periods. Since the computed propensity includes values of 0.0, indicating workers who participate every month since the beginning of the study, we perform an additional transformation \cite{31} to shift the distribution into the open interval (0,1) using \((\text{propensity} \cdot (n - 1) + 0.5)/n\), where \( n = 28 \) is the sample size. By inspecting the distribution of the computed propensities, we note that 88% of the participants have \( a < 0.1 \) propensity.

We fit a mean-only beta regression model with the logit link function. Since we have a large number of categorical variables as independent regressors, and due to space constraints, we present only on variables with statistically significant effects at the \( p < 0.05 \) level. (See Table 1.) We did not detect any statistically significant correlation with gender, household income, and household size.

We detected a statistically significant effect of age (year of birth), with older workers having a slightly higher propensity to participate; while the effect was statistically significant, the magnitude of the effect was small (\( \beta_{\text{Age}} = 0.006 \)). By exponentiating the Beta coefficient of the parameter Age and fixing the other parameters we can obtain the rate of increase in the odds of the mean propensity for each unit change in Age following \( \exp(\beta_{\text{Age}} \cdot \text{Age}) \). Analytically, this indicates that the error in Figure 5 would be at most 10%, in relevant (not absolute) terms, hinting to a slightly younger audience on the platform. A similarly statistical significant, but weak, effect is observed for divorced workers who are slightly underrepresented by around 6%, in relative terms.

The most significant effect was detected for the independent variable \textit{country of origin} where we observe a significant increase in propensity for workers coming from India with (\( \beta_{\text{India}} = 0.38 \)). Here, the odds of the mean propensity are \( \exp(0.38) \approx 1.46 \) times higher if the worker is from India. This indicates that the Indian workers are over-represented in the sample and the percentage of Indian workers in Figure 1 are inflated by 46%; the real percentages are to be closer to 10%-14% and not 15%-20%.

### 6 DISCUSSION AND FUTURE DIRECTIONS

We presented an analysis of population estimation for Amazon Mechanical Turk using capture-recapture techniques from ecology. We demonstrated that using simple techniques, without understanding the limitations and assumptions of these models can lead to inconsistent and inaccurate results. Our analysis indicates that the population of the Mechanical Turk worker population remains relatively stable over time and it consists of at least 100K-200K workers, and possibly more. We also see that the population of the workers renews over time, with an average half-life of 400 days; this means that there are tens of thousands of new workers arriving on the platform every year.

For employers that rely on having access to a large number of workers, our study indicates that the MTurk platform does provide access to hundreds of thousands of workers. Out of these, and

---

**Table 1: Beta Regression Results for Demographic Variables that affect propensity. Note: We only include parameter estimates when: **

\( p < 0.05; \text{ ***} p < 0.01 \) (95% CI in parentheses).
based on our empirically estimated propensity distribution, we can compute the number of available workers at any given time, which we interpret from calculating the expected propensity times the super-population size as follows: \( E[\alpha] \cdot N^* = \frac{\alpha}{1 + \alpha} \cdot N^* = 0.29 \cdot 201.9 \cdot 178,800 \approx 2,450 \) workers. This is in sharp contrast to the conclusions of [34], which estimated that there are only 7,500 workers available to experimenters for social science research. That incorrect estimate was due to the incorrect assumption that all workers have the same degree of activity in the platform, and the same propensity to participate in a certain type of task.

In the future, we plan to consider models that allow time-varying survival and propensities. Our current models consider both to be stable over time, and our attempts to allow time-varying parameters did not indicate significant variations over time for our data. It would be also interesting to collect participation data for other long-running tasks, and examine cross-task propensities: this will allow us to understand whether propensity to participate is a global trait across tasks, or whether workers have task-specific propensities.

We would also like to use our technique to study other online environments: By monitoring user activity on various platforms (e.g., comments in threads) we can infer the total number of users in these communities, or even identify the potential number of users by estimating the number of users that have made no visible contribution so far. As Trushkowsky et al. [36] have shown, it is possible to use such models also in fields like information extraction and online databases, where population sizes do not necessarily correspond to humans but are important to estimate for a variety of applications. By learning the state-of-the-art from the techniques in ecology, we can adapt these models for application in domains where the behavior is different than the behavior of animals, but the fundamental ideas behind the models remain useful.
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